This course is designed to make you better consumers and producers of quantitative social science research. It will extend the linear model and address a new class of models - generalized linear models. The bulk of the course will be spent discussing models for categorical dependent variables, while the remainder of the course will consider extensions to the linear model (e.g., hierarchical models and models for time-series cross-sectional data). The course will be very applied meaning that we will spend a considerable amount of time on the computer implementing the techniques discussed in class. With any luck, at the end of the course students will be able to critique, run, interpret and present models using categorical dependent variables.

I expect that everyone in the class has completed the 701-702 sequence, or its equivalent. We will spend some time reviewing the linear model - specifically, we’ll spend a lecture on OLS and its assumptions along with some discussion of interpretation and presentation that should be review, largely, but my experience is that these are always useful things to learn multiple times. Further, as you are graduate students, I expect you to take responsibility for learning the material just as I will take responsibility for presenting the material in a clear and accessible way. Your responsibilities, then, include reading and really trying to engage the material outside of class.

We will be using STATA as the primary statistical package for this course. STATA is a relatively easy-to-use program and is available for use outside the classroom in Bolton 617 (3 computers), the computer lab in Bolton 225, as well as other labs on campus. In addition, students can obtain discounted versions of STATA via the grad plan offered by STATA Corporation (http://www.stata.com/order/new/edu/gradplan.html). The current version of Stata on offer is 11 and is available in a one-year license for $98 and in a perpetual license for $179. If there is any interest, I can also point you to resources engaging this material in R, an open-source (i.e., free) and very powerful statistical programming language.

Textbooks


Both of these books are currently available in the UWM Bookstore. I will also provide some additional reading materials that will provide you with examples of these techniques being used well in print. I will provide links to these resources when appropriate. All supplementary readings will be available in electronic format on the course’s D2L site under the “content” link.

You final grade in the course will depend on the following:

<table>
<thead>
<tr>
<th>Homework</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research Paper</td>
<td>50%</td>
</tr>
</tbody>
</table>

**Work Schedule**

<table>
<thead>
<tr>
<th>Homeworks</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>handout after covering topic 1</th>
<th>handout after covering topic 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research Paper</td>
<td>9/17</td>
<td>9/24</td>
<td>10/7 ($\leq 2$ pages)</td>
<td>11/4</td>
<td>12/16 (Noon, CST)</td>
<td></td>
</tr>
<tr>
<td>Topic</td>
<td>Research Question</td>
<td>Brief lit review/hypotheses</td>
<td>Codebook and Descriptives</td>
<td>Final paper</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Homeworks**

The homework exercises will be almost entirely applied; that is, they will ask you to use the computer to generate and interpret results with actual data. While I encourage you to think of you colleagues as a resource and to talk about common problems that you might have and about how to do things. That said, I want each of you to do your own work. To be perfectly clear, you should each hand in an original effort at answering the homework problems. This includes writing your own code to generate the results and using your own words to interpret the results. You should not ask your colleagues for, nor should your colleagues provide if asked, a “template” or skeleton of either the code or the interpretation. I truly believe that the only way that you will learn how to do these things is by doing them yourselves.

**Research Paper**

The research paper I want you to write is one that has a very brief literature review proceeding from a research question and leading to a set of hypotheses. This should be original in that it should not be a simple replication of someone else’s work. The
literature review should be simply enough to provide a bit of theoretical backing for the hypotheses of interest. This should be no more than two (2) pages. You will have to gather some data that will help you test the hypotheses of interest. In the remainder of the paper, you will describe the data you have collected, run a model (or models) that allow you to test the hypotheses of interest, evaluate the models and their appropriateness to the task of testing the hypotheses of interest and interpret the findings both statistically and substantively. Null findings are alright here - I want to see whether you understand the logic of the process and are able to produce and interpret a set of results that bear some resemblance to the hypotheses they are meant to test. As you can see from the schedule of work, the final preliminary piece of the project is due on 11/4 with the final draft due on the date of the final (12/16). I will read and comment on any preliminary draft I receive before 11/25 so it is to your benefit to be getting things done early.

You may obtain information on UWM policies concerning academic issues and course conduct here: http://www.uwm.edu/Dept/SecU/SyllabusLinks.pdf. While predictions of widespread outbreaks of H1N1 are (hopefully) of the worst-case-scenario variety, there is some possibility that an outbreak of H1N1 could disrupt University operations. In the event of disruption of normal classroom activities due to an H1N1 swine flu outbreak, the format for this course may be modified to enable completion of the course. In that event, you will be provided an addendum to this syllabus that will supersede this version.

Outline

1. Linear Model Refresher
   - Properties of OLS estimators
   - Presentation and Interpretation
   - Interactions
   - Non-linearity

   Readings: Brambor, Clark and Golder 2006; Long and Freese 2006, Chapter 9: \S 9.1, 9.2, 9.3

2. Maximum Likelihood Estimation
   - What is MLE?
   - Why do we need it?
   - How does it work?

   Readings: Long 1997, Chapter 2; Long and Freese 2006, Chapter 3
3. Models for Binary Dependent Variables: Probit and Logit

- The Likelihood Function
- Model Estimation
- Interpretation of coefficients
- Marginal Effects
- Substantive Effects
- Graphical Presentation

Readings: Long 1997, Chapter 3; Long and Freese 2006, Chapter 3; Hanmer and Kalkan 2009; Fox 1987

4. Model Fit and Evaluation

- How well does the model fit these data?
- How well does the model fit other data?
- Nested model comparison
- Non-nested model comparison

Readings: Long 1997, Chapter 4; Herron 1999; Burnham and Anderson 2004

5. Models for Ordinal Dependent Variables

- The Likelihood Function
- Model Estimation
- Interpretation of Coefficients
- Marginal Effects
- Substantive Effects
- Graphical Presentation

Readings: Long 1997, Chapter 4; Long and Freese 2006, Chapter 5; Fox and Andersen 2006;
6. Models for Unordered Dependent Variables
   - The Likelihood Function
   - Model Estimation
   - Interpretation of Coefficients
   - Marginal Effects
   - Substantive Effects
   - Graphical Presentation
   - Testing Ordinality

Readings: Long 1997, Chapter 6; Long and Freese 2006, Chapters 6-7; Dow and Endersby 2004

7. Models for Counts: Poisson and Negative Binomial
   - The Likelihood Function
   - Model Estimation
   - Interpretation of Coefficients
   - Marginal Effects
   - Substantive Effects
   - Graphical Presentation

Readings: Long 1997, Chapter 8; Long and Freese 2006, Chapter 8

8. Models for Duration Data
   - The Likelihood Function
   - Model Estimation
   - Interpretation of Coefficients
   - Marginal Effects
   - Substantive Effects
   - Graphical Presentation
   - Exponential vs. Weibull
   - Time-varying covariates

Readings: Box-Steinhensmeier and Jones 2004, pages 1-68
9. Missing Data and Multiple Imputation

- Why do we have missing data?
- Types of missing data.
- Consequences of missing data?
- The wrong ways of dealing with missing data: listwise deletion, mean imputation, etc...
- Using Multiple Imputation to handle missing data.

Readings: Mcknight et al. 2007, pages 1-64 and 196-212

10. Models for TSCS Data

- (Re)Fresher on time-series issues
- Unit- and time-effects in the linear model
- Models for TSCS binary, ordinal and multinomial data.

Readings: Wooldridge 2002, Chapter 10; Beck and Katz 2009; Beck et al. 2002; Box-Steffensmeier and Jones 2004, Chapter 5
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